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Abstract
This paper describes a behavioural model used to simulate realistic eye-gaze behaviour and body animations for avatars representing participants in a shared immersive virtual environment (IVE). The model was used in a study designed to explore the impact of avatar realism on the perceived quality of communication within a negotiation scenario. Our eye-gaze model was based on data and studies carried out on the behaviour of eye-gaze during face-to-face communication. The technical features of the model are reported here. Information about the motivation behind the study, experimental procedures and a full analysis of the results obtained are given in [17].
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1 Introduction
Avatars have long been a feature of 3D chat rooms and computer games. More recently, avatars have been used in immersive multi-participant virtual environments. These environments are places of social interaction [18] especially for remotely located users [28, 31] and are used for meetings, therapy, training and simulation, entertainment and multiplayer games [29]. In circumstances that require communication and interaction in a shared Virtual Environment (VE), the effective representation of nonverbal behaviours of the participants is important. This is evident in some studies in which avatars with no associated behaviour were seen as “cold” due to lack of expression [38].

The enhanced non-verbal feedback obtained through a face-to-face communication is not readily available to participants in a shared VE. Human behaviour in terms of social interaction and communication is a very intricate phenomenon innate to individuals in the real world, and it is extremely difficult to replicate these behaviours in a virtual environment. Despite the complexities involved, it is not entirely impossible to trigger affective experiences for VE users. Studies have shown that emotional states of participants can be conveyed across a shared VE, with the aid of their tone of voice and a minimal avatar [24].

Unfortunately even with the current state-of-the-art technology available to us, it is computationally expensive to track, manage and replicate the many non-verbal behaviours expressed in a virtual interaction between participants. Perhaps it is sufficient to create a behaviour model using inferences from real human behaviour. The behaviour model could be driven using educated estimations about the intention of the human controller [10] thereby getting the avatar to emulate the user and give the impression of an expressive avatar. We have attempted to create such a model focusing our efforts on the non-verbal behaviour of the eyes of an avatar.

2 Background: Virtual humans
2.1 Expressive Avatars & Agents
Recent research into building virtual humans as expressive conversational aids in communication [10, 40] and virtual therapy [15, 26], has highlighted the importance of nonverbal behaviour. Embodiment of virtual humans in a collaborative setting has been studied in the context of a small-group interaction in a shared VE [8, 38]. These studies suggest that users in VE respond strongly to humanoid representations of other users in the environment. However social interactions are inhibited by the lack of emotional and gesture content in the virtual humans. In order to create convincing virtual humans, researchers should incorporate sufficiently realistic human-like behaviour, and perception modules [11].

There have been some excellent attempts by various research groups to provide a virtual human controlled by
high-level variables including emotions, personality, context of speech, role, beliefs, function etc. Project ‘Oz’ incorporated concepts of believability, emotions and intents in the Tok [7] architecture. However even though emotions of the agents were derived from events happening in the virtual world, the generation of these events did not depend on the emotion of the agents involved. In addition the agents were very simplistic. Cassell et al. have produced a series of autonomous conversational agents embodied with gesture, behaviour and language models [10, 37, 40]. They have also carried out research into generating non-verbal behaviour based on the text input by users [12, 40]. However input-by-text is not the most instinctive mode of communication in an IVE. Other research has included the development of a framework for emotion-based control of agents [39] and models that focus on the impact of emotion on behaviour [23]. There has also been some work done into building a social-emotional relation between agents and users based on past interactions and anticipating future needs of the user [9].

Elsewhere social robots such as Kismet and Leonardo have been developed to try and engage people in a natural and expressive face-to-face interaction [28]. Kismet perceives a variety of natural social cues from visual and auditory channels, and delivers social signals to a person through gaze direction, facial expression, body posture, and vocal babbles. It has been designed to support several social cues and skills. The control variables were language, social cues and user feedback. Other script-based systems have been produced to enable the generation of single characters [25] or of whole environments populated with intelligent characters [27] [41].

2.2 Non-Verbal Behaviour

The background for building non-verbal behaviour models into virtual humans comes from related psychological studies [1]. There are many non-verbal behaviour traits used in the context of social communication including facial expression, gesture and posture. Due to the large variety and complexity of possible human behaviours, it is vital to have a well-structured model for virtual humans, in terms of physical appearance and behaviour.

The hypothesis behind our research is that behavioural realism is an important factor in optimising levels of co-presence, realism and believability experienced by virtual environment participants. In a small step towards exploring the importance of nonverbal behaviour in VEs, we have chosen to focus on the behaviour of eye-gaze, an important constituent of overall face-to-face non-verbal communications. Amongst other functions, the eyes signal turn taking, direct attention and indicate how interesting the conversation is to other partners.

Garau et al. [16] investigated the impact of eye gaze on the perceived quality of communication by comparing the effects of a random and an inferred gaze in avatars on participants communicating via a video-tunnel link. The data for their gaze models was based on the changes in gaze direction, timing and the magnitude. More recently, Lee et al. [22] presented a similar study comparing random, static and inferred eye-gaze models. Their inferred eye-gaze model was based on data and trajectory kinematics collected from real dyadic interactions with the aid of an eye tracker. The data took into account timings, direction, magnitude and the velocity of the changes in gaze. We have adapted the model presented in [22] to include the timing data used in [16]. Both studies concluded that an avatar whose gaze behaviour is related to the conversation provided a marked improvement on an avatar that merely exhibits liveliness.

3 The Behaviour Module

Despite a lot of evaluative and probing research into non-verbal behaviour [19], there are some areas within in which little study has been conducted:

- Building a viable behaviour framework that can be adapted over time to create a virtual identity using qualitative high-level variables
- Studying how changes in these variables should affect the non-verbal behaviour of virtual humans. Should it mimic real life and to what extent?
- Exploring optimum levels of visual and behaviour realism sufficient to make a virtual character believable. Are these levels context-dependent? Are there any trade-offs?

The general question posed in this research is how much behavioural realism is necessary in order to make the avatars sufficiently believable to the user. It has already been established that in order to enable participants experience acceptable levels of presence and co-presence in VEs, the avatar has to portray some level of non-verbal behaviour. This has been found in a series of studies involving interaction between three participants in a shared VE [30, 33, 38]. In [34] there is anecdotal evidence that participants expect more visually realistic avatars to behave in a manner that portrays greater human-like qualities. On the other hand, where the context of the virtual application does not require a highly photo-realistic avatar, it might be suitable to have a less sophisticated behaviour model to animate the avatar.

In both the Garau et al. [16] and Lee et al. [22] studies, participants were shown a visually restrictive, above-shoulders view of the virtual human. In the study [17], that formed the motivation for the work reported in this paper, the results and experiences from [16, 22] were brought into an immersive setting with full-body representation of the participants. A system was designed and used in an experiment [17] in which two people met in a shared VE to discuss an issue. For the purposes of the experiment, each person was represented by a realistic avatar, or by a cartoonish avatar. Independently, each person's eye gaze was either based on our inferred behaviour model (see Section 3.4), or a random model (see Section 3.5). In addition to the impact of simulated eye-gaze behaviour on the perceived quality of communication in the VE, the study was also designed to ascertain if there was a level of correlation between the visual-realism of the avatar and the behavioural realism of the avatar [31].
Figure 1: The Data Flow in the Behaviour Module. It consists of an inferred eye-gaze model and other models to animate the legs and arms of the avatar.

3.1 Design of the Behaviour Module

A Behaviour Module was designed for avatars used to represent participants in a shared IVE. It was designed to autonomously control important behaviours (including those that are not consciously driven).

The Behaviour Module was designed to adapt the behaviour of the avatar depending on the status of the participant based on real-time speech and tracking data. The participant is not necessarily cognisant that they are controlling the module indirectly. The module was kept independent of the visual representation of the avatar and was designed to incorporate other non-verbal behaviour algorithms in the future.

The Behaviour Module consisted of an eye-gaze model and other simple body animations. There are two sub-models implemented within the gaze model. One of the algorithms, the inferred model, was designed to provide a realistic gaze simulation that mimicked the eye-gaze behaviour of persons in a real dyadic communication. In this module, the internal state of the avatar was used to produce realistic eye-gaze behaviour in run-time. The avatar can be in one of 4 states. It can be in a ‘talking’ or ‘listening’ state depending on the current behaviour of the participant. Independently it can have its eyes in a ‘primary position’ (looking ahead) or not. The Behaviour Module continuously checks the internal states of the avatar, to determine (a) if the avatar is talking or listening and (b) if the avatar’s eyes are in their primary position (that is looking directly ahead) or not. The tracked positions of the participant’s head and hand were used to drive the body animations.

The design of the current Behaviour Module allows for the future addition of more realistic virtual behaviours and more sophisticated perception modules. The module did not include any other facial behaviour due to lack of collected data or incomplete computational models that mimic real life. We have not even included all the behaviours exhibited by the eyes (blinking, arching of eyebrows etc.) or other dyadic gestures (turn-taking, directing attention).

3.2 Eye Behaviour

There are some terminologies we adapted from past studies [16, 22] to describe gaze behaviour. The eye is in its primary position when a person is looking directly ahead. The associated gaze is the ‘at’ gaze. When the person is not looking directly ahead, the gaze is called the ‘away’ gaze. The rapid motion with which the eye moves from one focused position to another is called a saccade. The time it spends at a focused position is called the inter-saccade interval. The time it takes to get to the new position is the saccade duration. The angle the eye rotates in order to get to the new position is the saccade magnitude, the direction it moves in is the saccade direction, and the non-uniform velocity it moves with to reach the new position is the saccade velocity.

There are different types of saccades in accordance to the position of the eye in the orbit: those that start at the primary position, those that end near the primary position, and those that start and end at a distance from the primary position. The position of the eye in the orbit does not have a significant effect on small naturally occurring saccades [21]. The eye saccades in our module, alternated between those that started from the primary position to those that ended at the primary position.

3.3 Background to the inferred eye-gaze model

In addition to theoretical information from social psychological studies [1-3], the eye-gaze model was built on information gathered from case studies of people in a two-way conversation [22].

The main assumptions behind the inferred eye-gaze model were that for behaviour in a dyad:

- The mean saccade magnitude of the eye while a person is listening is less than that of a person speaking [1-3]
- People tend to look at their conversational partner more while listening than while speaking [1-3]
- The inter-saccadic interval between the focus positions is shorter when a person is speaking than when a person is listening [1-3]

The magnitude of the saccades and the intervals between each saccade varies with the state of the participant. The inter-saccadic intervals are dependent on two factors:

- Whether the person is speaking or listening
- Whether the avatar’s eye is in the primary position or not

3.4 Computing the inferred eye-gaze behaviour

The eye begins at the primary position at the start of the conversation. In the earlier non-immersive studies [16, 22] the primary position of the avatars’ eyes and head
was defined as directly ahead. In our model, with the advantage of tracking in the VE, participants were left in full control of the avatar’s head, even though the primary position of the eyes are still “directly ahead”. The eye behaviour was kept independent of the head movements unlike [16, 22]. The avatars were in mutual gaze, only if each person chose to look at the avatar of their partner and vice versa.

During the conversation, each avatar’s Behaviour Module checks the status-monitoring variables to determine if the avatar should be in ‘talking’ mode or in ‘listening’ mode. It also checks if the avatar should be in “looking at” or “looking away” mode.

Once the status of the avatar’s behaviour is determined, the appropriate inter-saccadic interval is calculated on the basis of an exponential probability distribution, about the mean times in Table 1. The eye is paused for the duration of the interval. At the end of the inter-saccadic interval, the magnitude and the gaze direction of the next saccade, if not to the primary position, is calculated.

Table 1: Mean inter-saccadic intervals

<table>
<thead>
<tr>
<th>Looking at</th>
<th>Looking away</th>
</tr>
</thead>
<tbody>
<tr>
<td>While listening to conversational partner</td>
<td>While speaking to conversational partner</td>
</tr>
<tr>
<td>2.5</td>
<td>1.6</td>
</tr>
<tr>
<td>1.8</td>
<td>2.1</td>
</tr>
</tbody>
</table>

Table 1 shows the mean inter-saccadic intervals and as can be observed the data is in line with the theory that people tend to look away more often and for longer periods of time while speaking in a dyad [1-3, 16]. Unlike [22], we implemented our timing functions in terms of absolute times (precision to microseconds) rather than frame rates. This was to ensure that the timers would not be influenced by the changing refresh rates of different equipment.

According to the statistical analysis of the data on saccades in [22], the frequency of occurrence of a particular saccade magnitude can be fitted to an exponential function (Equation 1). The saccade magnitude of an ‘away’ gaze is calculated as shown in (Equation 1).

\[ \text{Magnitude} = -6.9 \times \ln \left( \frac{\text{Rand}}{15.7} \right) \]  

(1)

The variable ‘Rand’ is a random number from a uniform distribution between 0 and 15. The maximum magnitude of a saccade in the distribution is dependent on whether the person is talking or listening. While a person is talking in a dyad the maximum saccade magnitude is 27.5 degrees. It reduces to 22.7 degrees when the person is listening. The module ensures the magnitude calculated does not exceed the maximum magnitude value corresponding to the state of the participant. The model is consistent with the theory that 90% of all natural saccades are less than 15° [6]. The accompanying gaze direction of an ‘away’ gaze is chosen out of eight distinct saccade directions evenly spaced at 45 degrees

(Table 2). Provided the next saccade is not to the primary position of the eye, its direction is determined using a uniform random number generator and the list of probabilities (Table 2) that were made available in [22]. The eye-gaze direction is independent of head rotation.

Table 2: Occurrence of saccade directions

<table>
<thead>
<tr>
<th>Direction: anti-clockwise from right</th>
<th>0°</th>
<th>45°</th>
<th>90°</th>
<th>135°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage of occurrence (%)</td>
<td>15.5</td>
<td>6.5</td>
<td>17.7</td>
<td>7.4</td>
</tr>
<tr>
<td>Direction: anti-clockwise from right</td>
<td>180°</td>
<td>225°</td>
<td>270°</td>
<td>315°</td>
</tr>
<tr>
<td>Percentage of occurrence (%)</td>
<td>16.8</td>
<td>7.89</td>
<td>20.4</td>
<td>7.8</td>
</tr>
</tbody>
</table>

The duration of each saccade is dependent on the magnitude of the saccade [22]. The relationship between saccade duration and magnitude is given in (Equation 2).

\[ \text{Duration} = \Delta + \delta \times \text{Magnitude} \]  

(2)

Where

\[ \Delta = 25 \text{ milliseconds} \]  
\[ \delta = 2.4 \text{ milliseconds/degree} \]

‘\( \Delta \)’ is the intercept of catch up time of the eye. Experimental evidence suggests the value of \( \Delta \) is between 20 – 30 milliseconds and we have chosen a constant value of 25 milliseconds. The variable ‘\( \delta \)’ is the incremental slope.

The final variable in the inferred eye-gaze model is the velocity of the eyes during a saccade. In reality, the eyes do not maintain a continuously constant velocity. They accelerate from a position to a maximum velocity and then decelerate to a stop at a new position. A higher magnitude results in a higher average saccade velocity. Lee et al. [22] constructed a polynomial function to calculate the instantaneous velocity of the eye during a saccade. However, the function did not yield the expected numerical results as given in the collected data. We replaced the function with an alternative model.

We broke the path of each saccade into six equally spaced frames and calculated instantaneous velocities based on a heuristic model (Equation 3).

\[ Y = 14 \times \exp \left\{ -\frac{\pi}{4} \times (X - 3)^2 \right\} \]  

where

\[ Y = \text{Instantaneous Velocity at frame X} \]  
\[ X = [1, ..., 6] \]
The six frames in the saccade are set based on the saccade duration calculated in (Equation 2), the eye is then moved to the corresponding intermediate positions at the end of each frame depending on the elapsed time and the instantaneous velocity (Equation 3).

Figure 2 depicts the instantaneous saccade velocities as predicted by our model, which closely mimics the data in [22]. Since the intermediate shifts in eye gaze is normalized to the total magnitude of the eye as calculated, the eye follows the curve (Figure 2) and moves to the corresponding saccade position calculated originally. When the eyes reach the end of the saccade, the whole process of finding a new saccade magnitude, direction, duration and an inter-saccadic interval begins again as depicted in Figure 3. Figure 4 depicts the inferred eye gaze model in action while the avatars were in listening mode.

3.5 Computing the random eye-gaze behaviour

We implemented a random eye-gaze model to use in the control conditions of studies. The model follows the same principles as the inferred eye-gaze model except there are no saccade velocities involved. The magnitude of the saccade is obtained using a uniformly distributed random number generator. In order to avoid having a model that is too unrealistic, we limited the saccade magnitude to a maximum of 15 degrees [6]. The direction of the eye was implemented as a random direction uniformly distributed around a 360° circle centred at the eye as opposed to the eight distinct directions in the inferred eye-gaze model. The inter-saccadic interval was a constant 2 seconds independent of whether the avatar was talking or listening, looking at or looking away from the conversational partner. The inter-saccadic interval (2 seconds) was the mean of all the inter-saccadic averages from the inferred eye-gaze model.

3.6 Accompanying Body Animations

Some simple motion algorithms were included into the Behaviour Module with a view to preserving visual consistency between the movement of the eyes and the rest of the body. Animations were created for the avatars’ head, right arm and legs. The complexity of the body animation in the avatars was limited since the only body parts tracked in our IVE systems are the head and the right hand. The body animations of the avatars in this study semi-mirrored the motions of the participants in the shared virtual space depending on the data information obtained from the limited number of tracking sensors used on the participant (head and right hand) [5]. However, there was an advantage in our VEs to counterpart the lack of tracking. The participant using our systems did not see both their real body and their animated virtual self at the same time (see Section 5.2). This meant that when animating the avatar we could place more importance on visual consistency over accuracy in mirroring the body of the participant.

**Head Control**

Direction of travel in the virtual environments was based on the direction of movement of the users’ head tracker in the X-Z plane. Initially, the avatar’s head and body
simply imitated the rotation and translation of the participants’ head tracker in the X-Z plane. However, it was noticed during pilot studies that the head trackers in our virtual reality systems were not placed directly above the centre of the participants’ head. This gave the impression that a translation was associated with every nod and shake gesture imparted by the participants. Early versions of the Behaviour Module deduced that the body of the avatar was being moved along with its head during these conversational gestures. It animated the avatar’s body by rotating it from side to side during a head shake gesture e.g. when the user gestured ‘no’. Whereas if the user nodded their head, e.g. to gesture ‘yes’, the Behaviour Module deduced that the whole avatar was moving forward and backward rapidly.

Simple gestures such as head nods and shakes play an important factor in social interactions. Therefore we implemented a simple rule in the Behaviour Module that defined a boundary circle around the position of the avatar’s head. The boundary circle had a radius equivalent to seven centimetres in the X-Z plane. When the head tracker is moved a distance greater than the radius of the boundary circle (> 7 cm), the whole body of the avatar rotated to the direction of travel of the participant and moved the corresponding distances moved by the head tracker, hence representing the position of the participant to their partner in the shared VE. However, when the motion detected by the users’ head tracker was smaller than the boundary radius (< 7 cm), the Behaviour Module prevented the body of the avatar from translating along the ground but allowed the avatars’ head to correctly emulate the rotations of the participants’ head.

This allows the Behaviour Module to accurately represent the gestures of the avatar’s head using only the rotational data collected from the participants’ head tracker. Participants could take full advantage of any head gestures they would have normally used in the real world in the virtual world. In addition to the head animations, the right arm and legs of the avatars were animated to follow the movements of the VE user. Some of the resultant body poses of the avatars are depicted in Figure 5.

**Arm and Leg movements**

In order for the Behaviour Module to accurately animate the avatars’ limbs, the correct height of the avatar and the length of the avatars’ limbs were deduced in the first virtual frame and initialised. This allowed the Behaviour Module to deduce if the participant was bending their right arm in latter frames or crouching. It also allows for deductions of simple situations such as the participant taking off their trackers or positional data from one of the trackers not being received correctly. The right arm was animated based on a deduction of joint locations based solely on the positions of the hand and head.

The position of the avatar’s shoulder was always known due to the hierarchical nature of the avatar. In accordance to the hierarchical structure of the H-Anim [42] complaint avatars, the shoulders of the avatar were children joints of the body. Since the body followed the X-Z position of the head tracker, it was possible to deduce the current position of the right shoulder using an object location functionality in DIVE [35]. The position of the right wrist was always obtainable due to the data collected from the right hand tracker embedded in the navigational joystick in our systems.

The vector position of the right elbow of the avatar was then deduced using the 3D vector co-ordinates of the right shoulder and the right wrist of the avatar. The 3D position of the right elbow of the avatar projected down on the axis between the right shoulder and the right wrist was deduced using the cosine rule as depicted in Figure 6. In addition, some geometrical deductions were made to ensure the tracked right wrist of the avatar was not detached from the body of the avatar e.g. when the participant dropped the joystick. The deduced vector co-ordinates of the projected elbow was then cast onto a direction orthogonal to that of the axis defined by the right shoulder and the tracked wrist. Once the right elbow position of the avatar was deduced, the geometries of the right upper and lower arm were aligned between the appropriate joints to re-produce a possible 3D posture of the avatars’ right arm in a virtual frame.
There was a special consideration when the arm of the participant was longer than that of the corresponding avatar. In this case, the directional data from the tracker is used to reproduce the correct posture of the right arm but the translation of the right hand tracker is not conveyed to the right wrist of the avatar. During pilot studies, this methodology for manipulating the right arm was found to be adequate.

As mentioned, the Behaviour Module infers information about the dimensions of the avatar as part of the initialisation process. The legs of the avatar were animated using deductions based on the height of the participant. Once a reduction in height of the participant is detected, the Behaviour Module uses the translation data from the users’ head tracker to lower the position of the body of the avatar (including the head) in all axes. The current position of the hips of the avatar during the virtual frame is obtained. Once the 3D coordinates of the hips and feet were determined, the positions of the knees were bent in the direction of the Z-axis based on total leg length (Figure 5). The feet of the avatar however, are only updated in the X-Z plane i.e. the Y co-ordinates of the feet are reset to null. The upper and lower leg geometries were aligned in between the appropriate joints of the avatar. All body animations were updated for every frame.

4 Implementation of the Behaviour Module

The scenarios for the study were implemented on a derivative of DIVE 3.3x [14, 35] which had been ported to support immersive systems [32]. DIVE is made modular by the use of plugins, which provide a set of symbols and functions recognised by DIVE. These symbols are looked up by the DIVE plugin interface and invoked when needed. A plugin was constructed in C to animate the avatar appropriately when it detected interactions or events in run-time.

When speech is detected via the microphone attached to the participants, appropriate event messages were sent to DIVE. The Behaviour Module scanned for these messages by the frame to determine whether the avatar should be in “speaking” or “listening” mode. The messages were detected and processed by the plugin to provide appropriate eye animation in the avatar. Virtual humans in a DIVE world can be either an avatar or an agent. In the case of an avatar, DIVE reads the participants’ input devices and maps the physical actions undertaken by them to logical actions in the system. In this study the head and the right hand were tracked. The Behaviour Module used these tracked positions to animate the body of the avatar.

5 EXPERIMENTAL DESIGN AND MATERIALS

5.1 Specifications from the Experimental Design

The Behaviour Module was used to animate avatars in a study designed to assess the impact of visual and behavioural realism in avatars on the perceived quality of communication in a shared IVE. The study required two participants to undertake a ten-minute conversation task in a shared IVE.

Three different avatars were used: one cartoonish gender-neutral avatar, and two realistic gender-specific avatars. The avatars used were adapted to comply with an H-Anim based hierarchical structure in order to ensure similar results from the Behaviour Module. The same module was used in all the avatars to ensure identical functionality and avoid confounding results. In terms of behaviour, the only variation was between the inferred-gaze model and the random-gaze model. A fixed-gaze model was not implemented as there is evidence [4] that continuous gaze can result in negative evaluation of a conversation partner. The main purpose of the experiment was to investigate if our inferred eye-gaze model was noticeably better than a random (but not obviously incorrect) model. Refer to [17] for details on the task, methodology and justification behind the study.

5.2 Equipment

Since there were two participants (Figure 7) involved in each trial of the study, two sets of equipment were used. One participant operated in a ReaCTor system, which is similar to the CAVE™ described by Cruz-Niera [13], while the other used a head-mounted display (HMD). The Trimension ReaCTor, consists of three 3m x 2.2m walls and a 3m x 3m floor. The participants wore CrystalEyes stereo glasses, which were tracked by an Intersense IS900 system accurate to within 2mm with an end-to-end latency of 50ms. The HMD used was a Virtual Research V8. The tracking system has two Polhemus Fastraks, one for the HMD and another for a 5 button 3D mouse. Further details on the equipment used can be found in [17].
The participant using the ReaCTor did not see their virtual self while the participant using the HMD did not see their real body. In addition, the rate at which the trackers updated the networks was kept constant at 10Hz for both the ReaCTor and the HMD. This was a further precaution to ensure results obtained were purely due to the implementation of the eye-gaze behaviour in the avatars and not a difference in the quality of display systems or fluidity of the body animations.

Both participants had wireless microphones attached to their clothing. Existing software was used to distinguish between speech and background noise in the audio data from the microphones. The software was calibrated by setting a threshold value for each microphone at the beginning of the day. Audio input higher than the threshold was indicative of the presence of speech. When the machines detected the presence of speech from either microphone, event messages were sent to DIVE for appropriate action to be taken in the Behaviour Module of the corresponding users’ avatar.

5.3 Physical Design

Three H-Anim [42] complaint avatars were designed for use in this study, one of which was visually very cartoonish. The cartoonish avatar was built based on mathematical proportions used by artists [20]. The dimensions of all the body parts were described, as a multiple of the size of it’s head e.g. the height of the avatar was eight times that of it’s head. The whole avatar could be scaled to a required height by manipulating a variable.

An additional design feature taken into account in the realistic avatars (Figure 8) was the subtleness of all features on the face in order to avoid converging attention to any one feature. However, the eyes of the cartoonish avatar were emphasised in order to encourage the participant’s attention to the eyes and less on the lack of other facial expressions. It was vital to avoid other accompanying facial expressions in order to ensure any resulting effects were purely due to the eye-behaviour.

6 Conclusions and future work

A complete report on the results of the study can be found in [17]. Briefly, the conclusion was that in the case of the cartoonish avatar, the realistic (inferred) eye-gaze model did not improve the perceived quality of communication whereas for the realistic avatar the inferred eye-gaze behaviour increased effectiveness. It was concluded that it is likely that there would be a requirement for consistency between the visual realism of the avatar and the behavioural realism that it exhibits with respect to eye-gaze, which supports the anecdotal results reported in [34]. It was also noted during the experiment that the conversational partners stood facing each other and maintained personal space.

The Behaviour Module designed for the experiment was able to cope with the varying behaviour needs of each of the four experimental conditions, which demanded either a highly-realistic inferred eye gaze behaviour model or a non-realistic random eye-gaze model on two visually different avatars. There is however some outstanding issues that have to be dealt with in future work.

The study was not extended to encompass the effects on participants’ perceived quality of communication when a cartoonish avatar, embodied with an exaggerated behaviour model [36], represents the conversational partner. In a sense the non-realistic random eye-gaze model was more dynamic and visually stimulating than the subtler eye movements of the realistic behaviour model. Perhaps participants in a shared virtual environment need to be made to believe that a cartoonish character is “alive” in order to feel a high sense of presence when interacting with the avatar. This theory will be tested in our future work.

A drawback in our study was the low frame rate. However, due to the task being based on holding a conversation about an engaging matter [16, 17] much like a virtual teleconferencing application, the effects of having a low frame rate (10Hz) in a run-time animation was minimised since most participants stood face-to-face maintaining personal space.

The experiment was conducted in a purpose-built low-detailed virtual environment. This was important since in real life, the more features in an environment the more visually distracted the participants are likely to be, hence diverging from the collected data in [22]. Obviously interesting features, especially those that are moving, will change the behaviour of the persons’ gaze in real life. Therefore the eye-gaze model of the avatar will have to be modified to reflect these changes.

It cannot be assumed that the results found in this study will hold when applied to other forms of human behaviour within an immersive virtual reality setting. The behaviour model is still lacking in other non-verbal behavioural factors such as posture, gait, gesture and other facial expressions (smiling, lip synching). This was apparent from some of the comments from the participants. However, it does open an exploratory question into other non-verbal behaviours. It is highly probable that there is correlation between visual realism and behaviour realism with respect to most other behaviours. In which case, we could potentially model all non-verbal behaviour in a similar manner thereby providing an inexpensive way to build affective virtual humans.

In the future, we aim to make the behaviour model completely independent of the rendering platform and allow for further high-level abstract control variables such as the possible emotions, personality, role, identity etc. of the participant. This would involve the collection of more data based on real-life scenarios and experiments to explore optimum levels of visual-behaviour realism with respect to behaviours in the context of other applications. By embodying an avatar with behaviour, emotional or personality skills, we provide the participant with a virtual character in the full sense of the word.
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